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ABSTRACT

CPU operation at sub-nominal voltage levels has been researched
to reduce the power and energy consumption of computer systems.
While it is possible to determine a safe undervolting level for each
application, typically only the most conservative setting is applied
statically across all workloads. In this paper, we go a step further
and investigate the gains that can be achieved by dynamically and
transparently changing the level of CPU undervolting at runtime.
To enable this functionality, we design and implement a novel,
OS-level, context-aware dynamic undervolting mechanism, able to
decide and apply voltage levels according to the specific tolerance
of each workload that executes on a multicore CPU at a partic-
ular time. Our mechanism can further differentiate between the
user- and kernel-level code executed within the same application
thread, enabling the exploitation of differences in their undervolt-
ing potential. User- and kernel-level code have inherently different
characteristics, yet in previous work have never been characterized
individually. Our experiments, on an Intel x86-64 multicore show
that the proposed approach can reduce the average CPU power
consumption by 5.58%/30.05% compared to static undervolting and
the nominal voltage level, respectively. Finally, we provide indica-
tive estimates for the gains that could be achieved in future CPU
architectures with multiple, per-core voltage domains.
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1 INTRODUCTION

Energy efficiency is a first-class design goal across real-world sys-
tems of different scales, from large datacenters and HPC nodes to
small embedded IoT devices and smartphones. This necessitates
the design of more sophisticated, energy-aware systems [48] across
the whole deployment range [3, 18, 19]. However, the shrinking
of processor manufacturing designs towards smaller feature sizes
aggravates the extent of energy and performance variability even
across chips of the same family and production batch [31]. For this
reason, the nominal frequency-voltage operating points of CPUs
specified by the manufacturers include wide safety margins, in the
order of 30% [11, 13]. They are, thus, inherently conservative and
not optimized for energy efficiency [9].

There are many efforts to operate hardware at sub-nominal
voltage levels without reducing frequency together with voltage
(undervolting), as a method for exploiting the voltage margins [14]
of CPUs [4, 5, 27, 35, 50], GPUs [28, 29, 44, 46, 49], RAMs [26, 47],
FPGAs [41] and Wireless Sensor Nodes (WSNs) [25]. However, most
of this work focuses on applying undervolting in a static way, based
on the worst voltage constraint across all workloads of interest.
This, in turn, limits the potential gains since it is not possible to
exploit the fact that some applications can tolerate a higher degree
of undervolting than others.

Moreover, existing work on CPU voltage margins characteri-
zation [35, 36] and exploitation [22, 23] treats the software stack
monolithically, without distinguishing between different software
components. In particular, no distinct characterization is performed
for user-level code (application) and the kernel-level code of the un-
derlying operating system, which runs on behalf of the application.
This misses an additional opportunity to undervolt the CPU in a
different manner during user- and system-level code execution.

In this paper, we go a step beyond the typical undervolting ap-
proaches and explore the potential of dynamic, context-aware CPU
undervolting on real systems, without additional hardware support
and with unmodified application binaries. To this end, we design
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Figure 1: Undervolting tolerance (mV) of selected applica-
tions on an Intel processor. Horizontal axis starts at 180mV.

and implement CADU, an adaptive OS-level mechanism that dy-
namically adjusts voltage levels according to the specific constraints
of the currently running workload. As an extension (CADU++), the
mechanism can also distinguish between user- and kernel-level
execution within the same thread. This makes it possible to char-
acterize individually, and to exploit differences in undervolting
tolerance between the user- and kernel-level code of applications.

This paper makes the following contributions: (i) We design and
implement CADU/CADU++, an OS-level context-aware dynamic
undervolting mechanism, which adapts CPU voltage at runtime,
according to the undervolting tolerance of the currently running
workload. (ii) We enable precise undervolting characterization, dis-
tinguishing between user- and kernel-level code, further extending
the power-saving potential of CPU undervolting. (iii) We experi-
mentally quantify the power-saving potential of CADU/CADU++
for both native and virtualized workloads. (iv) We identify the lim-
itations of current processor designs in exploiting undervolting
for energy efficiency, and we extrapolate the potential savings by
context-aware CPU undervolting on future processor designs that
may not have those limitations.

The rest of the paper is organized as follows. Section 2 discusses
observations that motivate this work. Section 3 outlines our method-
ology and experimental setup. Section 4 introduces the design of
CADU/CADU++. In Section 5 we experimentally quantify the un-
dervolting tolerance of applications and the power-saving potential
enabled by CADU/CADU++. In Section 6 we discuss the limitations
of processors with a single voltage domain for all cores and pro-
vide power efficiency estimates for future platforms with multiple,
per-core voltage domains (MVD). Section 7 outlines related work.
Finally, Section 8 concludes the paper.

2 MOTIVATION

In static undervolting methods, the applications of interest are
characterized separately to determine their individual tolerance to
lower than nominal voltage. However, the system is ultimately set to
operate at the sub-nominal voltage of the least tolerant application,
even if this is not part of the currently running workload. While
this approach still reduces the power / energy footprint of the
system compared to operation at the nominal CPU voltage, it misses
opportunities for additional savings due to workload variability.
A preliminary exploration of undervolting tolerance in Figure 1
reveals that different applications can operate at significantly differ-
ent offsets from the nominal voltage level, even when running on
the same processor. The deeper undervolting (blue part of the bars)
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that can be safely applied on top of the static setting (gray part of
the bars) can be substantial. For example, the sjeng benchmark can
safely run at an undervolting level that is deeper by more than 25%
w.r.t the static undervolting level of 200mV that would be required
to support a wide range of applications. These extra margins can
be exploited only via a dynamic undervolting approach.

In addition, as Figure 2 shows, kernel-time typically accounts for
less than 1% of the total execution time for realistic workloads. It
is therefore worth exploring whether one can increase the degree
of undervolting for the user-level part of the execution, which
accounts for more than 99% of the total execution time. Indeed,
Figure 1 illustrates that the user-level (green part of the bars) can
tolerate deeper undervolting, when characterized separately from
the kernel part. Notably, for the h264re f benchmark, this increases
the opportunities of dynamic undervolting by more than 2x.

The above observations motivate us to investigate dynamic un-
dervolting on modern CPUs at application and privilege-level (user
vs. kernel) granularity in a controlled fashion and to explore the
power saving potential vs. the commonly studied static approach.

3 METHODOLOGY

We experiment on a system based on an Intel Skylake Xeon E3 v5
1220 processor, with DP of 80W, voltage range 550mV to 1520mV,
and four cores on a single voltage domain (SVD). The operating
system is Ubuntu 16.04 LTS running the 4.11 kernel, which we
have extended to support dynamic undervolting in a context-aware
manner (see Section 4). All experiments run at the maximum fre-
quency of 3GHz with Turboboost disabled. Note that on modern
Intel CPUs, system software can manipulate core voltage by using
Model Specific Registers (MSRs) to specify a voltage offset with
respect to the nominal voltage [32].

In our experiments, we utilize all four CPU cores. For single-
threaded applications, each core runs an independent instance. For
multi-threaded applications, we invoke a single instance across all
cores. All multi-threaded workloads spawn worker threads (4 or
more) to keep system utilization as close to 100% as possible (while
not overloading the CPU). We characterize a subset of benchmarks
from the stress-ng [20], PARSEC [8] and SPEC CPU2006[17] suites.
These benchmarks are typically studied and characterized in many
other works related to energy-awareness [16, 23, 34, 35, 38, 43, 48,
50]. They have diverse execution profiles, allowing us to evaluate
the effects of operation at reduced CPU voltage on energy and
power consumption over a wide and representative range of codes.

Initially, for each benchmark, we perform a separate, offline
characterization to identify the workload-specific minimum safe
voltage Vin, or equivalently the maximum voltage offset V, ¢ ¢ that
can be safely applied to the nominal CPU voltage. This is done
through a binary search between the nominal V, r¢ of 0mV and an
overly aggressive, unsafe V, f of 300mV, at a resolution of 5mV.
The characterization accepts the V, ¢ ¢ tested as safe if the particular
workload executes for 10 consecutive times without any errors.
Up to this point, the characterization process is the same as for
identifying the proper degree of undervolting in a static approach:
this is the narrowest V, ¢ across all benchmarks.

We then use the CADU++ mechanism to execute an additional
characterization phase, in which we characterize separately the
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evaluated as safe during characterization.

Overall, we find that the least tolerant measured V, ¢ ¢ values are
for clone (205mV) (Figure 1) and the h264ref (210mV), both in native
(non-virtualized) execution. We round down the least tolerant level
at 200mV and use it as the V, ¢ for static undervolting.

We execute all our experiments on the same physical machine
to provide a common reference for comparison, factoring out the
effects of hardware variability. To apply our approach to different
machines, these would need to be characterized separately, as is
also the case in current static undervolting approaches. Indicative
runs on machines with identical hardware show similar potential.

Given that virtualization is common practice in large-scale de-
ployments, we replicate all experiments within virtual machines
(VMs), on top of a QEMU/KVM-based hypervisor [6, 21], again
on the same physical machine. In this case, our mechanism runs
within the hypervisor, treating all code that runs within a VM as
user-level and the hypervisor itself as system-level code. For a more
fair comparison with the native execution results, we limit our eval-
uation only during workload execution, excluding any provisioning
phases (VM boot, shutdown).

4 MECHANISM DESIGN & IMPLEMENTATION

In this section, we introduce CADU, our context-aware dynamic
undervolting mechanism, built as an extension to the Linux kernel.
This was developed to enable dynamic, transparent exploration of
undervolting opportunities on top of a real hardware platform. We
note that CADU controls and adjusts the voltage of the processor
depending on the execution context, without changing frequency.

CADU conforms to the following design specifications: (i) It
works on real-world hardware, without requiring specialized hard-
ware support. (ii) It works with unmodified application binaries.
(iii) The interaction with hardware is limited to a minimal, well-
defined interface, thus making it easily portable to different archi-
tectures. (iv) The modifications required to the operating system
(OS) are limited, making it portable to different OSs.

The main idea is to undervolt the processor to the most aggres-
sive yet safe degree, subject to the tolerance of the thread that runs
on each core at a given point in time. To this end, each thread is as-
sociated with an individualized pair of user-level / kernel-level V;, ¢

0OS / kernel mechanism | Switch volage at: context switches (CS)

CADU / CADU++ and system calls (SC) + interrupts (IRQ)
. e Y
decide() [ O5-Voreer f OS / kernel data structures |
apply() < ||l decision vector: worst_offset
wait() ) per-core offsets | applied_offset

Figure 3: Design of CADU/ CADU++, with extended support
for single voltage domain (SVD) processors.

values, identified via the characterization process discussed in Sec-
tion 3. Obviously, executions with higher tolerance to undervolting
are associated with larger V5.

Figure 3 gives a high-level overview of the mechanism. Each
core executes code independently, switching between application
threads (context switch) and privilege levels (user-, kernel-level)
through system call invocations or interrupts. Each of these entry
/ exit points triggers, through suitable hooks, the core in-kernel
mechanism (down left). The mechanism (a) decides the next V¢ ¢
based on the code that will execute next on the core, (b) applies
it, and (c) waits to observe the new voltage being reached. The
latter is done only if the applied V, ¢ is smaller than the previous
setting (thus configuration towards a higher voltage is commanded).
This is to ensure that the voltage reaches the specified level before
moving to a less tolerant execution context. Steps (b) and (c) are
platform-specific. For Intel processors, such as the one used in our
experiments, we perform voltage control through model specific
registers (MSRs), as discussed in Section 3.

Notably, in modern x86-64 processors like the one used in our ex-
periments, all cores are placed on a single (common) voltage domain
(SVD), thus it is not possible for each core to operate at a different
voltage. For this reason, a globally shared decision vector is used to
record the current V, r¢ preference of each core. This vector is con-
sulted in step (a), choosing each time the least aggressive (smallest)
Vorf in order to keep the CPU within the undervolting tolerance
of all active threads. This, in turn, mandates some additional syn-
chronization between cores during steps (a) and (b) to avoid race
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Figure 4: CADU application launcher

conditions that may lead to incorrect voltage adjustments. We im-
plement a spinlock-based locking scheme that mutually excludes
the cores from performing these steps concurrently. In Section 6, we
discuss the SVD limitation, and explore the power / energy saving
potential of CADU for future processor designs where cores may
have separate voltage domains.

In order to inform the mechanism on the maximum tolerable
offsets (user- and kernel-level) of each application, we use a simple
application launcher (Figure 4) that essentially invokes a new sys-
tem call (cadu_ctl) between fork and exec. Also, the mechanism can
be configured to work only when switching between application
threads (simple CADU) or also when switching between the user-
and kernel-level code within the same thread (CADU++).

5 EXPERIMENTAL EVALUATION

In this Section, we analyze experimental results from workloads
comprising multiple instances/threads of the same benchmark. In
Section 6 we also discuss mixed, multi-benchmark workloads. In
all cases, we execute as many instances/threads as required to
maintain the CPU at full utilization. The widest tolerable V¢
for each benchmark is identified via the characterization process
discussed in Section 3. We use the perf tool [1] to quantify execution
time and power consumption.

We focus on both native and virtualized executions. As Figures 5
and 6 illustrate, virtualizing a workload affects both the percentage
of system-time, as well as the popularity of system calls. The for-
mer reflects on the effect of differences between the least tolerable
voltage at the user- and system-level on average power consump-
tion. The latter affects the tolerable voltage at the kernel-level since
different code paths are excited.

5.1 Characterization of undervolting tolerance

Figure 7 quantifies the results for single application workloads at
full utilization, for the native (top) and virtualized (bottom) exe-
cution. The stacked bars (corresponding to the left axis) show the
degree of undervolting (V, s in mV) for static undervolting (static,
gray color), when taking into account inter-application variability
(CADU, blue), and when also taking into account intra-application
user- / system-level variability (CADU++, green).

It is apparent that V, r¢ is highly workload-dependent on both
native and virtualized execution environments. An important ob-
servation is that during individual characterization of the user-
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Figure 5: System call popularity (top 10): native (left) and
virtualized (right) environment.
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Figure 6: Percentage of hypervisor time over total execution
(> 1%) of benchmarks (virtualized execution), compared to
the respective kernel time percentage (native execution).

and system-level of each application (CADU++), the undervolting
potential of the user-level proved consistently higher than that
of the kernel level (height of the green part of the bars). This is
a strong indication that user-level code is typically more tolerant
to undervolting than system-level hence the two levels should be
characterized separately for optimal power gains.

Some indicative examples that illustrate the CADU++ improve-
ment over unified user- / system-level undervolting within the same
application (CADU) are gamess, kill, mremap and dup for the native
execution and str, timerfd, get and xalanbmk for the virtualized
execution. Examples where the execution environment affects the
Vo s of the workload can be observed for get, timerfd and bodytrack.
In the native execution of these benchmarks, most of the V, ¢ in-
crease comes from the exploitation of inter-application variability
(CADU), whereas the virtualized execution reaches to a similar
depth of undervolting only when user- / system-level variability is
taken into account (CADU++). Interestingly, there are also cases
like freqmine and memfd where the unified user / system-level char-
acterization is sufficient to reveal the full undervolting potential
for both native and virtualized execution.

Figure 8 summarizes, across all benchmarks, the undervolting
opportunities revealed by the characterization exploiting inter-
application, as well as user- / system-level intra-application vari-
ability. On top of the static undervolting margin, exploiting inter-
application variability (CADU) widens V, r¢ by 37mV and 36mV
on average for native and virtualized execution, respectively. Ex-
ploiting system- / user-level variability within each application
(CADU++) further widens V, r¢ by extra 8mV and 11mV on aver-
age for the native and virtualized execution.
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Figure 7: Voltage reduction (bars, left axis) and power gains (lines, right axis) compared with nominal execution. The left axis
starts at 180mV. Workloads consist of multiple instances of the same benchmark (full CPU utilization) for native execution
(top chart) and multiple VMs with the same benchmark (full CPU allocation) for the virtualized execution (bottom chart).
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Figure 8: Average opportunities for undervolting (mV),
across all benchmarks, w.r.t. nominal operating points.

5.2 Effect of dynamic undervolting on power
efficiency

The lines in Figure 7 (corresponding to the right axis) illustrate
the gain (%) of CPU package power w.r.t nominal operation, for
the native (top) and virtualized (bottom) execution. We, again, dis-
tinguish between the gains of static undervolting, those achieved
when taking into account inter-application variability (CADU), and
by also taking into account intra-application user- / system-level
variability (CADU++).

The highest power improvement of CADU over static is 19.14%
in the native execution of the timerfd benchmark, and 6.76% in the
virtualized execution of kcmp. The additional power improvement
achieved by CADU++ in native executions is about 14% for dup and
kemp. In the virualized executions, the extra power gain is up to
13.02% for timerfd.

There are cases where although CADU++ improves the user-
level V, ¢ 7, this does not translate to power gains. An example of
this situation is mremap. Although CADU++ improves the user-
level V, s ¢ of the native execution by 25mV w.r.t CADU, this does
not reflect to the overall power consumption. This is because this
application spends 99.95% of its execution time inside the kernel,
thus the extra user-level margins do not have any practical impact
on the overall power consumption.

virtualized [ 24.23% 4.10% 1.13%
native |[24.47% 4.02% 1.56%
0% 10% 20% 30%

m static gain (%) CADU gain (%) CADU++ gain (%)

Figure 9: Average package power gain (%), across all bench-
marks, w.r.t. power consumption when executing at nomi-
nal operating points.

For the native execution, CADU++ shows marginal power im-
provement of about 0.37% versus CADU for crypt, gsort, str, get
and mremap. Similarly, for the virtualized execution of dup, handle,
kemp, memfd, mmap and mremap, yielding a difference of merely
+0.15% on average. All these benchmarks have a significant percent-
age of kernel-time when executing natively; mremap and mmap
also have high system-time ratio (~ 12%) in virtualized execution.

Figure 9 depicts the average power gain across all benchmarks
when exploiting inter-application (CADU) and intra-application
user- / system-level variability (CADU++). CADU reduces CPU
power consumption by another ~ 4.10% on top of static, for both
native and virtualized execution. CADU++ further improves CPU
power consumption by 1.56% and 1.13% for the native and virtual-
ized execution, respectively. The power gain with respect to static
undervolting can reach up to 21.34% and 18.50% (timerfd) for the
native and virtualized execution, respectively.

These results confirm our motivating observation that dynamic
undervolting, in a controlled fashion, can indeed improve power
consumption. We have also measured the power-to-the-plug and
found this to be consistent with the gains reported by perf. In fact,
the actual gains are larger due to the inefficiency of the power
supply system. As we will discuss next, the overhead introduced
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Figure 10: System call rate in the native execution of dealll
and the virtualized execution of perlbench. Note that axis
scales are different in the two plots.

by CADU++ is very small. Therefore, energy gains follow exactly
the same trend and are of the same extent as power gains. Those
results are omitted due to space limitations.

5.3 Overhead of dynamic voltage management
by CADU++

The average performance overhead of CADU++ is quite minimal.
Across all benchmarks, it is on average 0.45% and 0.79% for the
native and virtualized execution, respectively.

There are two outliers with a significant performance overhead:
the native execution of dealll (~ 8%) and the virtualized execution
of perlbench (~ 10%). On the one hand, the system call rate of dealll
(Figure 10 (top)) is characterized by multiple spikes of 2000 up
to 3000 system calls per second throughout the entire execution,
corresponding to invocations of brk() to allocate memory for the
task. On the other hand, perlbench (Figure 10 (bottom)) has a steady
high system call rate of 2200 to 2800 calls per second, mostly stat
system calls. Also, during the first second of execution (initialization
phase) there is a high spike of more than 15000 calls per second,
mostly being read, write and brk system calls.

The high system call rate affects CADU++ overhead in two ways:
(a) the mechanism is triggered very frequently (at all entry / exit
points), and (b) due to the fact that the Intel Skylake architecture
implements a single voltage domain for all cores, there is mutual ex-
clusion — and thus serialization — at decision points where CADU++
needs to identify the least tolerant application out of those simulta-
neously executing on the cores of the CPU.

In virtualized executions, memory management is performed at
a coarse granularity between the hypervisor and the guest OS. This
explains why the high overhead of dealll is eliminated in virtualized
execution. However, in virtualized executions, there is less memory
per VM for filesystem caching, and the filesystem cache is not
shared among different concurrently executing instances of the
application (as this is the case in native execution). As a result,
in the virtualized execution of perlbench, many filesystem calls
eventually trap to the hypervisor.
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Figure 11: Average latency of voltage-control instruction se-
quences using Intel MSRs’ interface.
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Figure 12: Breakdown of CADU++ overhead (CPU cycles %).

We have measured the absolute cost of CPU voltage control
operations through the MSR-based interface, using nanoBench [2].
The results are shown in Figure 11. Reading and writing MSRs has a
latency of 2.26psec and 1.87usec respectively. Reading and writing
the voltage offsets introduces a delay of approximately 3.60usec.

We have also measured the relative overhead of the main op-
erations within CADU++. Figure 12 illustrates this breakdown, as
a percentage of the total CPU cycles spent in the execution of
CADU++ code, for the worst-performing benchmark in native exe-
cution (dealll). Figure 12a breaks down the overhead to the main
operations performed: waiting at serialization points (¢rylock), iden-
tifying the voltage offset to apply based on the least tolerant thread
across all cores of the CPU (decide), and waiting for the voltage to
reach the requested level when a voltage increase was commanded
(wait). Note that trylock and decide account for more than 60% of
the overhead, which could be eliminated in MVD architectures.

Figure 12b summarizes the overhead according to the “direc-
tion” of voltage manipulation. While the decision to maintain the
same voltage (skip) is taken in 42.96% of CADU++ invocations, this
contributes just 24.96% of the total overhead. In the rest of the in-
vocations, the mechanism decides to increase and decrease the CPU
voltage an equal number of times, each corresponding to 28.52%
of the invocations. However, the relative performance overhead of
increase is significantly higher, at 51.02% of total, due to waiting for
the voltage to stabilize at the commanded level. In contrast, decrease
accounts for just 24.02% of the overhead.

6 TOWARDS MVD ARCHITECTURES

The single cores voltage domain (SVD) of current modern proces-
sors may limit the gains of energy-saving mechanisms. In fact, Liu
and Guo [30] show that multiple voltage domains can lead to in-
creased energy gains. In our case, the SVD design hinders the full
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exploitation of dynamic undervolting potential. This is because
the V, ¢ applied at any given time is the one of the least tolerant
application executing on any of the cores of the processor. The
same happens among user- and kernel-level V, ¢ 7, particularly if
the workload includes an application with high system call or inter-
rupt rates, in which case the typically narrower kernel-level V¢ ¢
(vs. the user-level V, ¢ ¢) will be applied to all cores.

If cores had separate voltage domains, a mechanism like CADU++
would be able to select the V, ¢ independently for each core, further
increasing the energy gain potential. In the following, we explore
the gains that could be achieved on processor architectures with
multiple voltage domains (MVD). Without loss of generality, we
focus on native execution scenarios.

To quantify the extent of missed opportunities due to the single
voltage domain (SVD), we experiment with the mixed workloads
outlined in Table 1. They comprise applications with low under-
volting tolerance and a narrow V, s (h264ref), applications with
high tolerance and a wide V,rr (gromacs, sjeng) and three ran-
domly selected benchmarks (dealll, namd and xalanbmk). We let
each workload run for 60 minutes. For every benchmark within the
workload that finishes, a new instance is spawned.

Table 1: Mixed application workloads

Name l l Benchmarks mix

mixed-run-1 || 1x h264ref, 3x gromacs
1x h264ref, 3x sjeng

1x (h264ref, dealll, namd, xalanbmk)

mixed-run-2

mixed-run-3

We use a simple analytical extrapolation model, to estimate the
power consumption that would be expected under CADU++ on an
architecture supporting multiple core voltage domains (MVD). The
approach is explained in more detail below.

We first perform characterization experiments at full utilization,
with single application workloads (let the target application be
denoted by app), at different V:)‘f JICJ levels, for each of the applications

of Table 1. From each such experiment, we obtain package power
app app

p p]z;f and cores power P.g/4; via the perf utility. Then, we calculate
the power of the uncore component (all circuitry except the cores)

of the processor as follows:

T
o o o,
Puncore = Ppkg = Peores (1)

The uncore power consumption obtained from Equation 1 across

all Voafp Jf is between 10.40 and 11.08 Watts with an average value

PIOeT9€ of 10.56 Watts. Therefore, we consider the uncore power

to be workload-independent for our purposes and use the average
value in our model. We should note that CADU++ does not alter
the voltage of the uncore domain of the CPU.

We also make the assumption that, in the single application
experiments, each core contributes equally to the cores’ power as
all cores are running the same benchmark. Thus, we estimate the
power per core for each application and offset as follows:

Ir 7
o (o]}
Ppercore = Peores/ncores @
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Figure 13: Estimated power consumption gain when moving
from an SVD to an MVD architecture, for mixed application
workloads. We also report the deviation of the estimated vs.
measured power for our SVD processor.

where ncores is the number of cores. Based on the above, we esti-
mate the overall package power consumption for potentially unseen
combinations of applications and/or individual core voltages (as-
suming an MVD architecture), as follows:

ncores y.app;

MVD _ paverage of f
Ppkg = Puncore + Z Ppercore ®)
i=1

where app; is the application running on the ith core and V:}ff s
the V, 7 of appi, applied on that particular core.

For a single voltage domain (SVD) processor, where the mecha-
nism is forced to pick the most conservative V, ¢ across all appli-
cations that run on the cores of the processor, the package power
consumption can be estimated as:

yPPi

_min of f
+ ncores X Pisisneores (4)

SVD _ paverage
IS =P percore

Pkg uncore

To validate the accuracy of our model on our system, which
has an SVD processor architecture, we experimentally quantify
the CADU++ power consumption of the workloads of Table 1,
for the voltage offsets of the least tolerant of those benchmarks,
namely h264ref (user: 220mV, kernel: 210mV). Then, we estimate
the power consumption of the same scenario using Equation 4,
with V:j‘f jf ! equal to the h264ref setting, on all cores. We find that

in all workload scenarios the model estimates the package power
consumption of our SVD system within a deviation of less than
1.6% from the measured value, as shown in Figure 13.

As a next step, we use the model to estimate power consumption
on a system with multiple core voltage domains (MVD). For each

benchmark app; in the mixed application workloads, we substitute
appi

the PPZ{{ON term in Equation 3 with the respective power con-
sumption of app; identified in the characterization process for the
highest V:;)f: (lowest voltage) tolerated by that benchmark. Figure

13 shows that in this case CADU++ could further improve package
power consumption up to 5.67% w.r.t. an SVD architecture. The
MVD improvement mostly depends on the variation of the max-
imum tolerable V, s among the benchmarks participating in the
mixed run, as well as between the user- and kernel-space tolerances
of each benchmark and the percentage of time spent in the kernel.
The potential for improvement would be even greater for CPUs
with a larger number of cores. On an SVD architecture, it would be
more probable for a single thread with low undervolting tolerance
to constrain the whole CPU to a high voltage.
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7 RELATED WORK

There are several studies that use machine learning to drive un-
dervolting decisions. In [23], a methodology is introduced for pre-
dicting the undervolting tolerance of workloads at run-time, using
information from performance counters. This information is then
used as input to a dynamic voltage governor which adjusts CPU
voltage at a sub-nominal level. The work in [15] simulates and stud-
ies a machine-learning approach at firmware level to predict the
most energy-efficient supply voltage of various SoC components
at runtime. Several other works evaluate the energy efficiency /
resilience trade-offs. For instance, [45] performs processor under-
volting to investigate this trade-off on HPC systems, while [16]
and [12] explore the benefits of under-designed and opportunistic
computing in processors and RAMs, respectively.

CADU++ is more context-aware than [15, 23]: it distinguishes
between user- and kernel-level code and is aware of scheduling deci-
sions. Moreover, compared with previous approaches, our approach
is based on offline characterization. While this introduces an extra
characterization step that needs to be performed before running
the applications on the target system, it also achieves robustness to
quick changes in the workload characteristics, which might necessi-
tate prompt voltage adjustment (increase); in approaches that take
dynamic undervolting decisions based on performance counters,
such transitions may lead to crashes if not identified.

MREEF [10] is an online analysis framework that targets energy
gains by reconfiguring multiple subsystems based on the identifica-
tion of execution patterns. For CPUs, the reconfiguration is within
the range of nominal frequency-voltage operating points. CADU
is complementary to MREEF and can be combined with it as a
more aggressive method towards energy efficiency. In [37], voltage
margins are exploited from an approximate computing standpoint,
trading off the quality of results for improved energy efficiency. Our
approach reduces power consumption without having to resort to
such trade-offs. It can also be used to exploit any additional voltage
margins due to the approximation of complex computations.

There is also work on synergistic software/hardware approaches.
[7] discusses so-called very low voltage (VLV) cross-layer designs to
controlled undervolting from compilers to operating systems. [39]
presents a compiler-based technique that controls the instruction
rate issued by the application under aggressive operating margins,
along with a collaborative hardware design that detects voltage
emergencies and a fail-safe checkpoint mechanism. [42] proposes
the use of path delay fault testing as a hardware-assisted method to
select the best energy-efficient operating point, through software
test routines that run periodically and provide critical path cover-
age. Unlike the above approaches, our work studies the potential
power efficiency benefits on unmodified toolchains and binaries
and without penalizing performance through frequency or instruc-
tion issue rate management. Moreover, our mechanism works on an
off-the-shelf system and does not require special hardware support
(beyond the means to control the degree of undervolting). It can
also exploit MVD architectures, leading to additional gains.

Finally, there is a large body of work on early warning hardware
mechanisms, which can improve the safety of undervolting even
when attempting to go beyond the tolerance of the current work-
load. For ARMv8 server processors, ECC errors, SDC errors [35]
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and voltage droops [34] can provide insight into voltage predic-
tion schemes and minimize failures. Critical path monitoring on
POWERY [27, 50] also improve the power efficiency. In [38] control
flow and microarchitectural events are exploited to drive a voltage
emergency predictor. AVOS [24] and TED-C [40] use hardware-
assisted voltage overscaling until the number of detected hardware
errors reaches a predefined threshold. ECC-guided voltage specula-
tion on Itanium [4, 5] results to lower supply voltages and improved
power consumption. Timing errors at circuit level can provide in-
sight of the safety of the currently supplied voltage. Razor [13], is a
dynamic voltage scaling design that can detect and eliminate static
voltage margins [11]. BRAVO [43] proposes Balanced Reliability
Metrics (BRM) as insight for processor reliability towards optimal
supply voltage. In the processor family we study, there are no early
signs of a possible system malfunction. When the voltage drops
below the voltage that can be tolerated by the current workload,
we observe a complete system crash, as in [23, 33]. For this reason,
proper offline characterization is important to determine the degree
of undervolting that can be safely applied to each application.

8 CONCLUSIONS

In this paper, we quantified the extent of the opportunities to im-
prove the power-efficiency of CPUs by operating below their nomi-
nal voltage and dynamically changing the level of CPU undervolting
at execution time, in a context-aware manner. Also, this is the first
time where an attempt is made to characterize and exploit the
difference in undervolting tolerance of the user- and kernel-level
components of the same application.

To enable this study, we designed and implemented within the
Linux kernel a proof of concept mechanism, which enables dy-
namic, transparent voltage management either when switching
cores among applications (CADU), and when switching cores be-
tween the user- and kernel-level as well (CADU++). Our imple-
mentation introduces only a few and isolated modifications to the
Linux kernel (only at entry and exit points), runs on off-the-shelf
hardware (without any additional/special support), and operates
on unmodified application binaries. Hardware-specific components
are minimal and well-defined, enabling portability to different CPU
architectures, including systems where each core (or group of cores)
is placed in a separate voltage domain.

The experimental exploration using CADU/CADU++ on a mod-
ern SVD multi-core processor shows that considering both inter-
application and user-/kernel-level variations, OSs can achieve more
aggressive undervolting and increase power efficiency compared
with existing monolithic approaches. We also show that the pro-
posed approach is expected to achieve even greater gains in MVD
processors supporting per-core voltage domains.

Overall, results suggest that integration of voltage control across
the software stack is feasible and worth to be extended to all layers
of the stack, paving the path towards more aggressive power man-
agement policies and mechanisms in future computing systems.
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